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Summary of Notification Types,
Subjects and Priority

Email

Notification Type

Notification Email Subject

Notification
Action

Priority

Notifications
igelgy!

Cloud
Computation

Notifications on Health Status
Summary and Remaining
Useful Life (RUL)

LATE-STAGE FAULT: Attention is
required for your equipment Fault
mode trend stage alarm

Action priority based on
Health Status

Notification by Condition
intelligence

& [C! Alert] “Equipment Name” -
Shift Detected

Critical Multivariant Condition
Intelligence - HIGH

Review data and inspect
equipment

Notification by NanoAl Alarm

@EARLY-STAGE FAULT: NanoAl
Amplitude Alarm

MEDIUM  Review data monitor

@ANOMALY DETECTED: NanoAl RMS
Alarm

LOW Review data to validate
changes

@ ANOMALY DETECTED: NanoAl Peak
Alarm

LOW Review data to validate
changes

ANOMALY DETECTED: NanoAl Sound
RMS Alarm

LOW Review data to validate
changes

Notification by Email Alarm

@ CAUTION: Level Alarm -
User Set Alarm threshold on different
trends

Alarm  HIGH User defined
Warning MEDIUM  User
Defined
Pre-warning
Defined

LOW  User

Grouped Notification

Daily Alarm Notification

LOW Review data to validate
changes

Sensor Operational
Status Notification

Please conduct
connectivity/bottery check
for the following sensors

Sensor offline >4days
MEDIUM
Troubleshoot sensors

Saturated Sensor Detected:
Acc Peak within 5% of max
level of sensor range

Sensor Saturated  MEDIUM
Troubleshoot sensors

Last Running Difference >
24h

MEDIUM  Check sensors
installation or running not
running setup

Notification from
Sensor Edge

Notification on Real-
Time Anomaly Detection
by Edge Computing

@ CAUTION: Sensor Notification

Anomaly from sensor edge
MEDIUM  Review data to
validate changes
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Late Stage Fault based on

Health Status and Remaining
Useful Life (RUL)

When any of the monitored fault stages are above stage 3, this type of
notification will be triggered. The e-mail notification subject is “® LATE-STAGE
FAULT: Attention is required for your equipment” with the following information
included in the email:

Company Name, Plant Name, Machine Name (If it exists), Equipment Name,
Component Naome
Date & Time
Detected Fault(s)
Remaining Useful Life
Potential Root Causes
Suggested Actions
Link to Dashboard
The notification informs current Health Status and predicted RUL, subject to

trend analysis on historical data. The notification is sent from our CDP (Core
Data Processor) via cloud computing.

To achieve this type of notification, two relevant aspects are covered as below:

« Notification Strategy for timely notifications. Algorithm for Self-Adaptive
» Fault Stage 4 Threshold to avoid false positives

04
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A sample of the email notification is shown below

Fwd: @ LATE STAGE FAULT: Attention is required for your equipment a8 B

1 Inbox %

o Nﬂnﬂpl‘ﬂcls(‘: Scicorp <CLUSTOMErSUDDes LR NaNGDIeCISasC COMm SO01AM (1 howr aga) * = E
tome -«

Faull Notification

Company Msmg

Plant Name

Equipment Mams
Componen Mame: Motor DE

Data and Time. Fabuady 26, 2024 05 20 PM (CST)

Dilecied Fault{s) Misahgnmant
Remainndg Lsadul Life: 47%

Rool Causes

Misabgnmant

1 Coupling Issue

2 Poraied and'of anguiar shall misalgnment
3. Soft food

Suggested Achons:
Mzabgnmant
1. Ingpa<t B coupling
2. Chack for comect shaft ghgnmani

3 Check madthing hadal e soff losl and fof 1he Ssue

if you have any quesiions or commsanis regarcing thes email, please reéply to customear-syccassAnanopgscrsesc com email, and do not reply dinectly fo thes email

Fault Amplitude Trends are individual component fault modes based on
technical data

Speed, Bearings, Vanes, Blades, Pistons, Gears, Rotor bars, ...

Triggered by Fault Amplitude Trend Smooth AMP
Threshold Initially based on ISO and ASNT
Self-Adaptive Thresholds or User set
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Health Status

Needs Immediate
Attention

Needs Attention

Needs
Maintenance
Review

* Different Health Status vs Priority

Alarm

Priority of Action Frequency

Review with HIGH
Priority and Action
Immediately

Review with MEDIUM
Priority and Plan
Maintenance activity

Review with MEDIUM
Priority and Plan
Maintenance activity

Note that this type of notification is sent when the fault amplitude trend is
above stage 3 or stage 4.

The alarm will return to healthy once all the active fault stages are below stage 3

The RUL will be shown in percentage when RUL>750 hours.
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{ For Each Faul!\.I

|. Mode /.

N ¥

40 sets of Data preset

within last 1 month

Customer has set the
threshold

Gt the last one month or the
last 30 smoothed amplitude
data and current threshold

ﬁTrained
Model

The amplitude is
above stage 3 and the
data trend is flat

\.

N

J

Use the threshold set by

customer to trigger alarm

Stage 4 threshold =
max(smoothed curve)*2.2

e

o e )
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The underlying logic behind the self-adaptive flowchart for adaptive fault
amplitude stage 4 threshold:
« Different equipment with different operational conditions may have
different threshold values for fault stage 4. Threshold values based on
« industrial standards/practices are only used as the initial threshold of
fault stage 4. When the trend is flat while above stage 3, the equipment is
. treated as running stable without a need for immediate attention. Thus,
the stage 4 threshold value will be increased adaptively to avoid false
positives.

The fault stage 4 threshold is re-evaluated by the algorithm every 3

With this adaptive threshold value, we can avoid false positives while not
missing the increasing trend

Updated threshold will be used for fault detection and RUL calculation for
the new data

When the fault stage is above stage 3 and the predicted RUL is smaller than
750Hours, the RUL is shown in hours. Otherwise, it is shown in percentage, i.e.,
the percentage of current fitted amplitude over the stage 4 threshold.

08
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Representin
Remaining Useful Life (RUL)

The Remaining Useful Life (RUL) in the notification is given either in
percentage or in hours, by considering both the absolute amplitude values
and the relative amplitude trend.

» Absolute Amplitude Values: Determining whether it is above or below
Stage 3 Relative Amplitude Trend: Determining whether it is increasing
« ornot

« If the trend is flat, even though its absolute value is beyond Stage 3,
the predicted RUL to reach Stage 4 would still be very large
* Otherwise, the increasing trend would lead to a short-predicted RUL

toreach Stage 4.

Fault St Predicted RUL RUL Representation on
a age in Hours Dashboard

Stage 1 NA Percentage

Stage 2 Percentage

>750 Percentage

Stage 3 A

09
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For Stage 1 and Stage 2, the RUL will be represented in percentage regardless
of the value of predicted RUL in hours as the fault severity is very early stage.

750 hours is around one month, which is treated as the boundary to have
RUL in percentage or hours.

When the RUL is represented in hours, immediate action with field check is
needed as the increasing trend in detected fault amplitude would be
significant

When the RUL is represented in percentage, continuous monitoring is
needed without immediate action with field check as the detected fault
amplitude would be relatively flat.

10
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Condition Intelligence (Cl)
Notifications

How it works:

Cl uses a multivariate approach powered by Al. It monitors over 18+ vibration-related parameters
simultaneously, learning what's normal for each asset and flagging only significant deviations. Key
elements of CI:

Multivariate Analysis: Detects correlated changes, not isolated spikes

Adaptive Learning: Continuously refines baselines as machine behavior evolves
Edge + Cloud Detection: Captures real-time anomalies and long-term trends
Smart Notifications: Prioritized alerts based on severity and operational impact

This dual-layered system ensures that both gradual wear and sudden failures are detected
with the right level of urgency.

From: NANOPRECISE DATA SERVICES <notifications@nanoprecisesc.com>
Subject: @ [CI Alert] “Equipment Name” — Shift Detected

Condition Intelligence Notification - Immediate Review Needed for Pump XYZ
Company: MyCompanyABC

Plant: Houston Plant

Equipment: Pump XYZ

Component: Motor Alpha

Date & Time: April 27, 2025 08:43 PM (PST)

Detected Changes on Motor DE:

Velocity RMS resultant: Absolute Change 0.8 mm/sec (17.33%)
Acceleration RMS resultant: Absolute Change 1.73 g (135.07%)
Acceleration Peak resultant: Absolute Change 4.96 g (80.6%)

Link to Detected Changes Link to Dashboard
This change indicates a potential shift in machine health. Immediate action is
recommended to prevent potential failures.

Next Steps:
Review the Equipment Health Link to Dashboard to assess the impact.
Access diagnostics for detailed trend analysis.

If you need further support, please reach out to your account team or contact
customersuccess@nanoprecise.com.

n


https://can01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fnanoprecisedataservices.com%2Fmultiview%3FgAAAAABoD0XT_AiF14QJQKa685t1OeCegLM-5n9VzPW79Y5-QTuRIMPEAxIw6k-ih2QHDcrF5zyCSz4-GStSd0LSFldSycy-alt6g43kooYe8MOTH3TuI3Yjq4MNJb8kYFQYfHI_PkX5RbnflI20UsAemMnSts1bFbf0iYXKZCeYddj_L69Ic-NvGql6mY-dVJHxZ1QaPJx967gPjTBUBrDwrzD4OiDwd3HSqC47z2-J4uM5yNZhibKn_rKP36CxtK3qs3iwB4q0RgK4iBCIgSiPBGrjJbw-fKwJtrtDbxVv-63IHasiFcM5WXamJsnmcf7jkX0aiQNyFo1UStWo2ccvggbgZIo-Q9ArOSiActupZ7atVGx3EXaKbi4ijpsXdwRUXnFpOGh-ddJXF3hesyricppECP7m93WSnvJPct6wxgaKxiQqmzJos_rFj2DT-n5dkik6gHqr5YG8C5_7YRr8I962nhN7Q7oo3AQp8gq6WPcKped6t5HVjjXywXr9_f1UI_CzWc5YRfXYestNU0Vx88AtpHDou5E2hh0AQ-fkJ2Tb1boP0RTtUgpG3j7opLoivP4EdnZ-tGErkC2muMhq5lOKg7YCmHXxdAVsdqKP0b37AIX7enwfJrNfoL4rqDkpMg96fPl8vyQotlg3KHx1rrPc6qHunGMNkOYKvmNwicXWb48MOvuS7emrRxJprYQVJdHHhU5Y-08p3r-JO7k1ea5b---Olw%3D%3D&data=05%7C02%7Cakamboj%40nanoprecise.com%7C1afc67c2d42d41cb378808dd8691b733%7C29ee7ba9d1994cb697a2dd33c21c9dc8%7C0%7C0%7C638814682572920257%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=oKXiF7IfqAY0aEeWy7ViDICYL12M0g%2BgzKnequ9XT0s%3D&reserved=0
https://can01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fnanoprecisedataservices.com%2FhealthSummary%3FgAAAAABoD0XTsaaF0-kUexcIkI5VXaa7CYtCs6Is_ZAJ9U0EH7kDObu135-v_RBKn7KQlPXhzsmkZfrf0SIMp-9XzeL1PhLURl5FlbrSG7C6i2xy4uQ0OtxwVnSNUrn26QobGMak3-ljt2s07BGv19ZNDx1IcHroTnyiQHUpEc5YKrzGD8XW94JY4WKBYzwqQgCe2OwlC3S_IlRvy-QejQrsAplKYjZrnOC7cgVpTPruAtmBwn0aWTbsgVqnuUBueHVsrlk4Org_kmNI3PlYRR7no_ypOUpTKJ5-y8YlxWyW9LFXGS4lH2810UXBb5Yhogl7DM6qsV1Qez7ysC2TZ53uxGpaBbNc0Z84Wip3qVoBIU87THy73z-2mgy11xV8pkS_n4pZLzDNwRchlKZTKqpUS5lrvsYSzvc1XNQAOaX2PHOA4ZXOhOnZ1iDui0AauPrh6yEFGTv38g8HdwZH2JPybk2UjwNNc3erp2oD0mCrZa2p5XPUE6XOAqXqp8ShwOWpJSrOa1wVz5Dgqitaf70PH7n2KlJ9f5--MBGwtEt4CSVzodGNlo1W45Aa258c7g41wiWTbynBsp53j0kmcqOkpwk6mPet7-IQmTSr328a1X84OxS-eCvl9sAaiICH1WtLc9hwkH6aEPOZ1YLWydw6UL-rlawUr9pF3cQdKoDbaoCgFfsGJm9q4rKtVk9rRMcnR5R5xmRg7fq6IKgnuuzSLWITnVcEMg%3D%3D&data=05%7C02%7Cakamboj%40nanoprecise.com%7C1afc67c2d42d41cb378808dd8691b733%7C29ee7ba9d1994cb697a2dd33c21c9dc8%7C0%7C0%7C638814682572938184%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=hCoBuoRcKSSxytodUoyuvPXg3jVAURCPDllXW9CqZWw%3D&reserved=0
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NanoAl Notifications

The NanoAl Alarm system is engineered to meticulously monitor
RMS/Peak/Amplitude/Sound levels across all sensors, activating notifications
when these metrics surpass the NanoAl thresholds. This sophisticated
algorithm scans the sensors continuously, with an option to adjust the system
to accommodate for different scenarios (see Alert settings on Page 12 for more
info). This flexibility aims to refine the notification process, ensuring users are
alerted to significant changes while minimizing unnecessary alerts.
Notifications are typically triggered under two principal scenarios:

« Equipment degradation, evidenced by an increasing trend in
RMS/Peak/Amplitude/Sound levels.

« Anomalies characterized by sporadic instances of significantly high
RMS/Peak/Amplitude/Sound values.

In such Notification email, the email subject is either “@ ANOMALY DETECTED:
NanoAIl RMS Alarm”, “@)ANOMALY DETECTED: NanoAl Peak Alarm”, “@EARLY~-
STAGE FAULT: NanoAl Amplitude Alarm” & “@CAUTION: Level {Alarm type} -
RMS reached threshold” (NanoAl Sound Alarm) with the following information
included in the notification:

Company Name, Plant Name, Machine Name (if used), Equipment
Name, Component Name

Current RMS/Peak/Amplitude/Sound value

NanoAl RMS/Peak/Amplitude/Sound Alarm threshold value

Date & Time

Severity (for NanoAl amplitude alarm)

Link to Dashboard
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Alert settings

To further enhance this system, users can use the “Alert Setting” functionality.
This feature allows users to customize the conditions under which NanoAl
triggers an alert, offering granular control over the monitoring process. Below
are Key components of this functionality:

Users can specify a number of points (X), either consecutive or non-
consecutive, that need to exceed the threshold within a given time frame to
trigger an alert. This allows for tailored sensitivity settings, accommodating
different monitoring needs.

Users can define the period within which the X points should occur to be
considered for an alert. This period could range from hours to days, offering
flexibility in temporal monitoring resolution.

The frequency setting allows users to determine how often (in days) the
system re-evaluates conditions for triggering new alerts. This helps in
managing the volume of notifications and focusing on the most relevant
alerts.

The except percentage setting defines the percentage with which the initial
threshold will be increase to monitor for any changes after the initial
notification is send and within the repeat time period. This to assure if the
condition keeps worsening after first notification an additional notification will
be send to alert user.

® B

Aler Seiings Daily Alam Sottings
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Samples of the email notifications are shown below:

Fwd: @ ANOMALY DETECTED: NanoAl RMS Alarm 1 s s 2 @

NAMOPRECISE DATA SERVICES <00bhcabons(Bnancermostar com * A 1

1o

RMS Accalaration value for Cemnfugal compressaer has moreased miora than 50% in Vibraton - X direchon

Company Namio

Plant Name:

Equpmpnl Nama

Componant Name:

Currenit RMS valus 1.17g

ManoAl RMS Alrm value Og

Drate & Time: Felruary 25, 2024 1055 AW (CST)

Al Aors Crerend values
Xemnis
oS
Z-axms

Link To Dashboasd Dps.nancnieosedairseivicss ComPaaAfAABIIRIQuITItYIN. sFRIKILGhalVERET| SOASSICOGHFHIF
10Ut restroBY-SAD xDaAmMME LA SoPYT Cou T0EE I OnecBzmaQXeQRXS . Z8d\ZESa-MEERIPLEIv YEUIEAP U EZMT mmmmaw<1am;
QOBBolaaCXRERBDWAnmM w1 aciOa X noe SO o dkaR i s0bL G ELENYm TeyHEMO wolTPIK- D kboBEcRY ywhBAS yng_4CS0000_FolZwBodwniiF Geucsviim_

I NOGLEE DICWOZ ==
Fwd: @ EARLY STAGE FAULT: NanoAl Amplitude Alarm D s & B
e NANOPRECISE DATA SERVICES <00biiabonsilnascsrondnst come T "

Beanng Inner Race_Acc Amphtude value for Mine Aer Compressor 83 has incieased more than 500

Compary Name

Fiant Hama

Equsriant Naste

Companent Name

Current visiee 3 88 Amp (g)

NanoAl Alarm vales 302 Amp (p)

Date & Time: February 24, 2024 01:45 PM (CST)

Severdy Refer to Health Summasy and Remainng Teme to Fatlure on Your Dashbcard

Link To Dashboard: hitps oo

[ TikuaES
ﬂmuuﬂm&mmmmmummmmmammmwm mmxﬂmnﬂmmmmmmﬁmmmm_
GlieomPrmifyka (Y6sY IEDEYoxmALeaEMEmUULIbY viAMZYKCVIIND O mniipsh OdBiBiso0 THYLGGK 00 CroyviOF IKII20KHNGGl.

LTpWwiiHANEHGTRAUbaIImAD 1Y e ORI GimiiiA==
Fwd: ) CAUTION: Level Alarm - RMS reached threshold © s 8 o
HAMOPRECISE DATA SERVICES -nobhLab0nail nasdriialsl (ome FCOAM (MBcursags] oy &
ome v

RMS Threshoid Alert

SWHGRMS\"&IN for 185104 08 SCRE. EAST FAN #3 5 observed 1o reach to 75, 185cund (dB) (inreshodd vaRue. 62.050und (dB)) in Sound

Company Name. Nelren Allan (NUTA) /
Fiant Mame. Allan Mdl 2

Equgimant Mame 18510 A 08 SCRE, EAST FAN 03
Componenl Mame Fan DE_dasbd

Triggat Type: singhe.point

Date & Time. Fabruary 272024 10 18 AM (C5T)

Link To Dashboard ifos (nanpiecsedalasenices Comaaatyul_siots?aAAASAB LN 3PRV 3800yl YIRSk EBvOaR R Qm OMe L 2.
NM&MWWM&GM -auazwusammzxzammmw&ummwmmmmmmmsm rmmas&mf’ﬂmmm&
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« RMS/Peak Or Sound Trends are Overall trends from entire Freq range

 Triggered by individual measurement points (example: RMS)
(possible logic: X > threshold in Y time, consecutive or not)

¢ NanoAl = Self-Adaptive Threshold
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From RMS/Peak of Acc/vel
in XIYIZ

e

.

Get the last one month
smoothened data

\ [
~Customer has set the . ! Use the threshold set by the
\ threshold | customer to trigger alarm

L )

-

e
- ~
ol ..
Q Data Length < 30 5%
'm\\\ /-‘/ Yes
&

i

o s

< he data trend is Ifay_v Threshold=Mean{Data)*3 >
i
. ¢ J
=~ Jq/
'

The data is ~
{/ fluctuating but no -.'eg_.,| Th'%hnt!;] ;{'Tl‘:a:;:da!a}’f |
\Qireasing trend /_ std{data)) |

= it L J

=~ -

o=

Threshold=mean(data)*3
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The NanoAl alarm threshold applies to vibration RMS/ peak in Acceleration
and vibration RMS in Velocity.

The threshold is automatically updated based on one-month historic data
by the Al-trained model.

No pre-knowledge is required from the customer.

Alarms will be automatically sent to the customer if the latest RMS/Peak
passes the threshold during the scan.

For each sensor, the number of notifications on the NanoAl alarm RMS/Peak
would be one per week.

If feedback is provided to a notification indicating a repair was made, the
adaptive threshold will only consider data after the timestamp of the repair

For RPM<300, the threshold multiplication factor is 2

For NanoAl RMS alarm to be applied for the components with RPM>300,
the system assumes that the vibration g rms over the past 30 days has a
mean value greater than 1g/3 in at least 2 directions. Otherwise, the
threshold will not be applied.
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For each Faull ]

Mode
/’/ ‘\‘

e
_~Learning Days

/"1_‘ + 2 sets of data
present
e

i)

Yes

}

Get EMA for the last i
one monih |

/ N,
P r =
//smcm:heneﬁ o yesg| . MNanoAlthreshold =
\\I\.’.UI‘.‘E isabove .~ | SMoothened Curve[-2]°1.5 |
. stage d - L
¥
/ ‘\
= bl'I'ItHJ[hEI'IEEI‘ | MNandAl threshold =
. cuive is ahove >V aponthened Curve]-2]2
. stal | |
Hage 3 L J
\\Li/
Ko
~.
v /1: = f
" smoothened ™. | NanoAl threshold =
S._curve is above -~ """ SMoothened Curve[-2]"3
oty -
\_\s.lage 2/ L _
, faf
/ \\\ . :
- smu-mhened T‘hi Manoal thresheld =
. Cuve Lsahove ,f’ SMoothened Curve]-2]*4
‘x stage 1 P J
i \
- i soothened = NanoAl threshold = ;
cunve is above stage = crtoaihened Curvel-2]'8 --—-—:\

. 4 threshold!16
22

o
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Notification Subject

ANOMALY DETECTED:

NanoAl RMS Alarm

ANOMALY DETECTED:

NanoAl Peak Alarm

EARLY-STAGE FAULT:

NanoAl Amplitude
Alarm

First Notification
Time

Within 15 mins after
receiving the data

Within 15 mins after
receiving the data

Within 15 mins after
receiving the data

Second notification time if the
fault/anomaly is still detected
for the same
equipment/component

The repeat frequencies are
based on alert setting
manageable on dashboard
by super admin

The repeat frequencies are
based on alert setting
manageable on dashboard
by super admin

The repeat frequencies are
based on alert setting
manageable on dashboard
by super admin

19
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Get last one month data

e

S,

..—'-'"'—-'—-F- -_-\--_""——...___
q;_h_ﬁ_%!]ata |ength¢30ﬁf—..

—
o =
— =
T

|
No

P

e

il .
- trendis flat

e 1'//
o

No

o
"
-

— S
— Thedata ——__

Threshold = - 16dB +
(max(ema curve)* mean
of normalised ema)

—Yes.

No

Retain the old threshold

ANOMALY DETECTED:
NanoAl Sound RMS
Alarm

Within 15 mins after

receiving the data

The repeat frequencies are
based on alert setting
manageable on dashboard by
super admin




Narn:;:?re't:ls'e‘Ju -

Frediction with Precision

Notification by Email
Alarm

The Email Alarm on the dashboard allows customers to set customized
threshold values on Vibration RMS, Vibration Peak (in acceleration, velocity, and
displacement), Sound RMS, Humidity and Temperature. Customers can easily
set the Email Alarm by clicking “EMAIL ALARM"” and entering threshold value &

Email Frequency, as demonstrated in the second screenshot below. Additionally,
it is important to note that the alert settings (Page 12) will also apply to the Email
Alarm, ensuring a seamless integration of preferences across the platform.

.......

SETTINGS
Select Email Frequency

S 6 Hours

12 Hours

24 Hours

1 Week

2 Weeks

1 Month

3 Months

& Months

£ Auis

¥ Axis

Sngee ot - 24 Hours bk

21
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The notification is triggered once the latest RMS/Peak/Temperature value is
above email threshold based on alert settings.

In such Notification email, the email subject is either “@ CAUTION: Level {Alarm
type} - Peak /RMS reached threshold” or “@ CAUTION: Level {Alarm type} -
Temperature reached the threshold”. For Vibration Peak/RMS, Sound RMS, and
temperature, the Alarm type has three levels: -

 Alarm (High priority)
« Warning (Moderate priority)

 Pre-warning (Low priority)
« Theorderis Alarm > Warning > Pre-warning

The notification email with the above-mentioned subjects will include the
following information:

(RMs (or Peak) (Acceleration/Velocity/Displacement) value for
(Equipment) is observed to reach to (latest value) in Vibration direction
Company Name; Plant Name; Equipment Name; Component Name
Date & Time

Link to Dashboard

22
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The notification email with “@ CAUTION: Level {Alarm type} - Temperature
reached the threshold” includes the same information except the first item

would be “Temperature value for (Equipment) is observed to reach to (latest
value)”.

Samples of the email notifications are shown below:

) ANOMALY DETECTED: NanoAl Peak Alarm D inbox S ©

o |NANOPRECISE DATA SERVICES «ootfoss 1y e n fr o

23
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Second notification
First time if the
Notification Subject Notification fault/anomaly is still
Time detected for the same
equipment/component

CAUTION: Level Alarm - Peak
reached threshold

CAUTION: Level Pre-warning - Peak
reached threshold

CAUTION: Level Warning - Peak
reached threshold

CAUTION: Level Alarm - RMS
reached threshold

Within 15 mins These repeat

CAUTION: Level Pre-warning - RMS
reached threshold

frequencies are based

after e, on the individual emaiil

CAUTION: Level Warning - RMS
reached threshold

CAUTION: Level Alarm -
Temperature reached threshold

CAUTION: Level Pre-warning -
Temperature reached threshold

CAUTION: Level Warning -
Temperature reached threshold
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Sensor Notification

Nanoprecise provides an automatic sensor status check by verifying the
saturated sensor, last running difference notification, and sensor uploading
status, which includes battery voltage and connectivity parameters.

In case the sensor misses multiple uploads, a notification on Sensor Operational
Status will be sent automatically with the following information:

Email subject
Plant

Equipment
Component

Link to Dashboard

Detailed information is provided in the following Table:
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Daily Alarm
Notification

All notification also get summarized in a Daily Alarm Notification. The subject of
this type of notification is “Daily Alarm Notification”. This approach allows all
notifications to be summarized into one comprehensive summary email,
streamlining the flow of information. This consolidated format ensures that
users are kept informed without the clutter of numerous individual alerts.
Additionally, we offer the ability to manage the volume of daily alarm emails and
the specific times they are dispatched, thanks to the alert settings options. This
level of flexibility ensures that users receive pertinent informationin a
consolidated and timely manner, facilitating a streamlined and efficient
monitoring process.

Aleit Sellings Chaily Alddm Satngs

GE:01 AM

Daily Alarm Notification & =

o NAMOPRECISE DATA SERVICES <00iilbonsdl | o #
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User Notification
Management

Our system introduces advanced management capabilities specifically
designed for user admins. This powerful feature set allows super-admins to
curate the notification experience on a per-user basis, ensuring that each
user receives only the most relevant information. Key aspects of this
functionality include:

» User-Specific Notification Management: With granular control over
notification types, super-admins can ensure that every user receives
notifications that are pertinent to their role, interests, or responsibilities.
This customization capability ensures that notifications are not only timely
but also relevant to each recipient, enhancing the overall efficiency and
effectiveness of the monitoring process.

HIERARCHY DETAILS

~Sulect All--
Late Stage Fauli
Nanodl RMS Accelertion
Nanai RMS Viloy
Hanahi PEAK Aoceleration
HaonoAi Soend FMS
Han) Ampbuds
P Miooor) Satumiod Sensor
- Subd
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i e Femparars Fatrertat
Ermuai Mg BISS S

Fima A mpaaaty

oot ataire e Trewarsan
e Aty At RARS.

Fiugon ety Faemgetarire RS

This feature reinforces our commitment to providing a flexible and user-friendly
experience. By empowering super-admins with the tools to manage notification
preferences, we ensure that our system adapts to the unique needs of each
organization, delivering relevant, timely information that drives informed
decision-making and streamlined operations.
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Notification from Real-
Time Anomaly Detection
by Edge Computing

Besides notifications sent from the RotationLF cloud on “long-term” historical
data, Nanoprecise also provides real-time notifications from Sensor Edge.
Sensor Edge takes measurements with a short time interval, e.g., 15 mins, and
will perform anomaly detection on the edge to detect any sudden changes in
the overall data.

Sensor Edge Notification

¢ Sensor will perform Anomaly detection on ACC RMS, Sound RMS, or
Temperature*

* ACC RMS (*Only when activated)
* Sound RMS Default threshold 85dB (*self adaptive based on >42dB

running data)
Temperature Default Threshold 75C/167F (can be updated)

“under devop’: use NanoAl thresholds from dashboard on edge

* At the wake up interval of the sensors (between 30sec & 1 hour, default

15min)
* If Anomaly detected on edge

« RAW data is captured
¢ Upload is done

» Notification triggered
o If no anomaly data is stored and uploaded with regular upload

Priority » MEDIUM, Review data to validate changes
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In the notification email shown below, the email subject is “@ CAUTION:
Sensor Notification” Vibration, Acoustic Emission, and Temperature are

covered by edge computing for real-time anomaly detection. Edge
computing means the computation is done on the edge of the
microprocessor of the Machine Doctor sensor.

Priority ., MEDIUM, Review data to validate changes

Fwd: ) CAUTION: Sensor Notification & bses = e

o NANOPRECISE DATA SERVICES <noldcationsit

Qrganzation Nams
Company Name
Flan Name
Equipment Name
Component Name

AE 90 128597 dBuvdBuvY
Temperature; 27 889084°C
Reason for Nobtification
AE RMS: 40 129907dBuV 15 greatar than threshold value 85dBuV
Timestamp 1708083653
Date & Time: February 28 2024 08 44 AM (IST)

Link To Dashboard htlps (nan

Lsedalasary

Ll

pHoZ[EmykGQhik QaDdzFBdBmdi




Narnjprc-'t:lse‘“UL -

Frediction with Precision

f

Start Measurement

Ignore first few samples

Send Naotification

L ]

Record next set of samples,
save the mean and multiply it
by threshold provided from

electrical imp Anomaly Detected
T e p! i
.a‘f = b
/_/ ‘-»._\
Compare each new _ ~
measurement with the - 1f {measurement>threshold)
threshold S -z
e P
N -

Notes

The threshold is automatically updated based on real data by algorithm

No pre-knowledge is required from the customer.




Nanoprc-'t:lsé‘/ln""

Frediction with Precision

!

Start Measurement

Ignore first few samples

| Send Notification ‘

A

| Anomaly Detected J

|

Yes

Compare each new
measurmenet with the
threshold provided from the
electrical imp

t

.

~
/if (measurement
i >threshold) o
. //
\J/
No.

Notes

The default threshold value is 75 degrees Celsius or 167 degrees

Fahrenheit

The default threshold value can be customized subject to the customer's
request.




