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Summary of Notification Types,
Email Subjects and Priority

Source

Notification Type

Notification Email
Subject

Notification — Priority —
Action

Notifications from
Cloud Computation

Notifications on Health
Status Summary and
Remaining Useful Life
(RUL)

LATE-STAGE FAULT:
Attention is required for
your equipment
Fault mode trend stage
alarm

Action priority based on Health
Status

Notification by NanoAl
Alarm

@EARLY-STAGE FAULT:
NanoAl Amplitude Alarm

MEDIUM — Review data monitor

@ ANOMALY DETECTED:
NanoAl RMS Alarm

LOW — Review data to validate
changes

@ ANOMALY DETECTED:
NanoAl Peak Alarm

LOW — Review data to validate
changes

ANOMALY DETECTED:
NanoAl Sound RMS Alarm

LOW — Review data to validate
changes

Notification by Email
alarm

@ CAUTION: Level Alarm - ...
User Set Alarm threshold
on different trends

Alarm — HIGH — User

defined Warning > MEDIUM — User
Defined Pre-warning = LOW — User
Defined

Grouped Notification

Daily Alarm Notification

LOW — Review data to validate
changes

Sensor Operational
Status Notification

Please conduct
connectivity/battery check
for the following sensors

Sensor offline >4days - MEDIUM —
Troubleshoot sensors

Saturated Sensor Detected:
Acc Peak within 5% of max
level of sensor range

Sensor Saturated > MEDIUM —
Troubleshoot sensors

Last Running Difference >
24h

MEDIUM — Check sensors
installation or running not running
setup

Notification from
Sensor Edge

Notification on Real-
Time Anomaly Detection
by Edge Computing

@ CAUTION: Sensor
Notification

Anomaly from sensor edge —
MEDIUM — Review data to validate
changes
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Late Stage Fault based on

Health Status and Remaining
Useful Life (RUL)

When any of the monitored fault stages are above stage 3, this type of
notification will be triggered. The e-mail notification subject is “® LATE-STAGE

FAULT: Attention is required for your equipment” with the following
information included in the email:

e Company Name, Plant Name, Machine Name (If it exists), EQuipment Name,
Component Name

Date & Time

Detected Fault(s)
Remaining Useful Life
Potential Root Causes
Suggested Actions
Link to Dashboard

The notification informs current Health Status and predicted RUL, subject to

trend analysis on historical data. The notification is sent from our CDP (Core
Data Processor) via cloud computing.

To achieve this type of notification, two relevant aspects are covered as below:

* Notification Strategy for timely notifications.
e Algorithm for Self-Adaptive Fault Stage 4 Threshold to avoid false positives

04
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A sample of the email notification is shown below

Fwd: @ LATE STAGE FAULT: Attention is required for your equipment e B

1) Inbox x

o Manoprecise SciCorp <customersupport@nanoprecisesc.coms 01AM (1 hour age) vy L1

tome =

Fault Notification
Company Name
Plant Mame
Equipment Name

Component Mame: Motor DE
Date and Time: February 26, 2024 0520 PM (CST)

Detected Fault{s): Misalignment
Remaining Useful Life: 47%
Root Causes
Mrsalignment
1. Coupling issue
2. Paraliel and/or angular shaft misalignment
3. Soft foot

Suggestad Actions
- Misalignment
1. Inspect the coupling
2. Chack for corract shaft alignment
3. Chack machine feat for soft foot and fix the issue

Link To Dashboard: hilps Vnanoprecisedatasernces comiamplitudeimisalignment 7asAasaB IRz 20l nfd- XF xhglL IFEfzbw -GvHyATaJBAmBT TmWTHW _TUpRyE
QoY GY, ALQx I m BB WXL S M da sF 0w 0aion oSy TxY O T miPdiwzeddUTEL DSRvHoh2eBJIE mviu Vv CyiBAon§ 1NPBRRIOQDGY Ky ZdaWud P G
LAifgS8qs BskGYPs4bVaIlEXyANWRaxPs 1WLuoSNERTIPPIMOIRPHAS TIcs8w1 TZ59zrfeul LpU ZUIWE BKHNBaNBRADZLDMC Yol cRE- blawe ZINFIHEMW 0B 0e-

EMUs318Ld5n3x5 SxHeuq. gicy CdxSP TwRvEIWT 5(

If you have any queshions or comments regarding this email please reply o flljml:l_'l_‘:'_l;s_ﬂ’_\_(_e_‘-j:'__'\"_'lﬂﬂﬂ.’_&_ﬁ_l’ljf,‘_ﬁ_f__rﬁi:l_'l email, and do not reply dllefli]‘ to this email

Fault Amplitude Trends are individual component fault modes based on
technical data
— Speed, Bearings, Vanes, Blades, Pistons, Gears, Rotor bars, ...

Triggered by Fault Amplitude Trend Smooth AMP
Threshold Initially based on ISO and ASNT
Self-Adaptive Thresholds or User set




Nanoprecise A~

Prediction with Precision

Fault RUL

Health Status
Stage (Hours) “

Needs Immediate
Attention

Needs Attention

Needs
Maintenance
Review

Different Health Status vs Priority

Alarm

Priority of Action
Frequency

Review with HIGH
Priority and
Action Immediately

Review with MEDIUM
Priority and
Plan Maintenance
activity

Review with MEDIUM
Priority and
Plan Maintenance
activity

Note that this type of notification is sent when the fault amplitude trend is
above stage 3 or stage 4.

The alarm will return to healthy once all the active fault stages are below stage 3

The RUL will be shown in percentage when RUL>750 hours.
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For Each Fault
Mode

40 sets of Data preset

within last 1 month

Yes

Customer has set the

threshold

Gt the last one month or the
last 30 smoothed amplitude
data and current threshold

N

The amplitude is
above stage 3 and the )—

mrrained
Model

Use the threshold set by

Yes— :
customer to trigger alarm

Stage 4 threshold =

[ max(smoothed curve)*2.2

data trend is flat

Y

> End
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The underlying logic behind the self-adaptive flowchart for adaptive fault
amplitude stage 4 threshold:
* Different equipment with different operational conditions may have
different threshold values for fault stage 4.
* Threshold values based on industrial standards/practices are only used
as the initial threshold of fault stage 4.
* When the trend is flat while above stage 3, the equipment is treated as
running stable without a need for immediate attention. Thus, the stage 4
threshold value will be increased adaptively to avoid false positives.

The fault stage 4 threshold is re-evaluated by the algorithm every 3 days

With this adaptive threshold value, we can avoid false positives while not
missing the increasing trend

Updated threshold will be used for fault detection and RUL calculation for
the new data

When the fault stage is above stage 3 and the predicted RUL is smaller than
750Hours, the RUL is shown in hours. Otherwise, it is shown in percentage,
i.e., the percentage of current fitted amplitude over the stage 4 threshold.
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Representing
Remaining Useful Life (RUL)

The Remaining Useful Life (RUL) in the notification is given either in
percentage or in hours, by considering both the absolute amplitude values
and the relative amplitude trend.

e Absolute Amplitude Values: Determining whether it is above or below
Stage 3
e Relative Amplitude Trend: Determining whether it is increasing or not

¢ Ifthe trend is flat, even though its absolute value is beyond Stage 3,
the predicted RUL to reach Stage 4 would still be very large

e Otherwise, the increasing trend would lead to a short-predicted RUL
to reach Stage 4.

Predicted RUL RUL Representation on
in Hours Dashboard

Stage 3

Fault Stage

09
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For Stage 1 and Stage 2, the RUL will be represented in percentage
regardless of the value of predicted RUL in hours as the fault severity is very
early stage.

750 hours is around one month, which is treated as the boundary to have
RUL in percentage or hours.

When the RUL is represented in hours, immediate action with field check is
needed as the increasing trend in detected fault amplitude would be
significant

When the RUL is represented in percentage, continuous monitoring is
needed without immediate action with field check as the detected fault
amplitude would be relatively flat.
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NanoAl Notifications

The NanoAl Alarm system is engineered to meticulously monitor
RMS/Peak/Amplitude/Sound levels across all sensors, activating notifications
when these metrics surpass the NanoAl thresholds. This sophisticated
algorithm scans the sensors continuously, with an option to adjust the system
to accommodate for different scenarios (see Alert settings on Page 12 for more
info). This flexibility aims to refine the notification process, ensuring users are
alerted to significant changes while minimizing unnecessary alerts.
Notifications are typically triggered under two principal scenarios:

e Equipment degradation, evidenced by an increasing trend in
RMS/Peak/Amplitude/Sound levels.

* Anomalies characterized by sporadic instances of significantly high
RMS/Peak/Amplitude/Sound values.

In such Notification email, the email subject is either “@) ANOMALY DETECTED:
NanoAl RMS Alarm”, “9QANOMALY DETECTED: NanoAl Peak Alarm”, “@EARLY-
STAGE FAULT: NanoAl Amplitude Alarm” & “@QCAUTION: Level {Alarm type} -
RMS reached threshold” (NanoAl Sound Alarm) with the following information
included in the notification:

Company Name, Plant Name, Machine Name (if used), Equipment Name,
Component Name

Current RMS/Peak/Amplitude/Sound value

NanoAl RMS/Peak/Amplitude/Sound Alarm threshold value

Date & Time

Severity (for NanoAl amplitude alarm)

Link to Dashboard
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Alert settings

To further enhance this system, users can use the "Alert Setting" functionality.
This feature allows users to customize the conditions under which NanoAl
triggers an alert, offering granular control over the monitoring process. Below
are Key components of this functionality:

Users can specify a number of points (X), either consecutive or non-
consecutive, that need to exceed the threshold within a given time frame to
trigger an alert. This allows for tailored sensitivity settings, accommodating
different monitoring needs.

Users can define the period within which the X points should occur to be
considered for an alert. This period could range from hours to days, offering
flexibility in temporal monitoring resolution.

The frequency setting allows users to determine how often (in days) the
system re-evaluates conditions for triggering new alerts. This helps in
managing the volume of notifications and focusing on the most relevant
alerts.

The except percentage setting defines the percentage with which the initial
threshold will be increase to monitor for any changes after the initial

notification is send and within the repeat time period. This to assure if the
condition keeps worsening after first notification an additional notification
will be send to alert user.

5]

Alert Settings Daily Alarm Settings

Email Alarm Vib Peak
Acc

Last 24 Hrs

EAL Email Alarm Vi Peak
TAT el

Last 24 Hrs w

Email Alarm Vib RMS
Acc

Last 24 Hrs

Email Alarm Vit RMS
Vel

Last 24 Hrs

Email Alarm Sound
RMS

Last 24 Hrs

12
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Samples of the email notifications are shown below:

Fwd: @ ANOMALY DETECTED: NanoAl RMS Alarm D e« =
NANOPRECISE DATA SERVICES <nisficalons/@ninonisdast come T 6

RMS Acceleration value for Centrifugal compressor has increased mere than 50% in Vibration - X direction

Company Name.

Plant Name:

Equiprment Name

Component Name

Current RMS value: 1.17g

Nano#l RMS Alarm value: Og

Date & Time: February 26, 2024 1056 AM (CST)

Al Axrs Current values:
Heanis
Yoaxis
Z-aws;

Link To Dashboard: hitps (inanonrecisedataservices com?aAAAAABIIMKHCe INE bnWEM-s 9K L AUAGhdUVBaS TIL Zvwwbw QHuxF - gaenhUMWX Dwerrsl gaAsszQoShFHIE
10U erfBrgBY-5AD-xDafAmmEU350P0TCouTOrzKT OnpcizmaOXoQ3XaV Z8dIZIESa-MSERIPxubvoYELSAPxgy EZAWTPZXEdI0sScEIXBTSTOATEg

2Xpixz50.0x9UGKaB.a0hL GEKANY mTayHEMYwqa7 PIK-haI kg SECRY yybAAS n
IgVWOBIOIE DRI CWOZ Q==
Fwdl: ‘ EARLY STAGE FAULT: NanoAl Amplitude Alarm D ineee = =
HANQPHEG'SE DJ\TI_SEMES <pifCAlOnSENANONNKESC Com= T
o me =

Bearing Inner Race_Acc Amplitude value for Mine Air Compressor #3 has increased more than 50%

Company Name:

Flant Name

Equipment Namea:

Compenent Name:

Current value: 3 88 Amp (g)

NanoAl Alarm value: 3.02 Amp (g)

Date & Time: February 21, 2024 01:45 PM (CST)

Saverity. Refer 1o Health Summary and Remaining Time to Failure on Your Dashbeard

Link To Tik

GS KMRmUULibu_ yEAMZVKQVSINIOInviloShOdBIBS D THYL QK Q1 CmvbOF 13w 20KRING Gl

LTOWIHANZ4/GTRZVUbazimLiwdp] YxhidOKIGmiWA==
Fwd: ) CAUTION: Level Alarm - RMS reached threshold © e « s B
MANOPRECISE DATA SERVICES <poificabons@nancnriosasc com> GO0AM (Hboursage) ¢ 4 3
omg

RMS Threshold Alert

Sound RMS value for 18510.A 08 SCRB, EAST FAN £3 is observed to reach o 75.18Sound (dB) (threshold value: 62 0Sound (dB)) in Sound

Company Mame:

Plant Name

Equipment Mame:

Compaonent Name:

Trigger Typa: single-point

Date & Time: February 27, 2024 10:16 AM (CST)

Link To Dashboard: hitps /nanoprecisedalaservices com/o@phiull_stats?gAAAAABIINIPOV 3900 =
EYQaYPsRmbrzdcRa3KA T zmMNGRIT-rAl3Zoxil) SBmblbigl Z-1r2a2TNRiGdaHNEUmHa U DIKXuQuT pHTgSC1HRR Uy 3MS:
SG95I0IVEwEIS1 HhiGKBKE 0lfiao 1cWxjeWIAHCVNANDX B0 TiSaheytEZMsiyl_QL LB R iNpSLDCulLo3bWPE=

JEQBYJ-E_
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* RMS/Peak Or Sound Trends are Overall trends from entire Freq range

e Triggered by individual measurement points (example: RMS)
(possible logic: X > threshold in Y time, consecutive or not)

e NanoAl = Self-Adaptive Threshold

Ty

..........
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From RMS/Peak of Acc/Vel
in XfYIZ

Customer has set the
threshold

Use the threshold set by the
customer to trigger alarm

Get the last one month
smoothened data

Data Length < 30

Yes
-
No
The data trend is flat Yes. Threshold=Mean(Data)*3 | — —  p

The data is Threshold=(mean(data)+ ‘

fluctuating but no Yes. —
increasing trend std(data))"3 ‘
v
No—— | Threshold=mean(data)*3 ‘ - End
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The NanoAl alarm threshold applies to vibration RMS/ peak in Acceleration
and vibration RMS in Velocity.

The threshold is automatically updated based on one-month historic data
by the Al-trained model.

No pre-knowledge is required from the customer.

Alarms will be automatically sent to the customer if the latest RMS/Peak
passes the threshold during the scan.

would be one per week.

If feedback is provided to a notification indicating a repair was made, the
adaptive threshold will only consider data after the timestamp of the repair

7 For RPM<300, the threshold multiplication factor is 2

For NanoAl RMS alarm to be applied for the components with RPM>300,
the system assumes that the vibration g rms over the past 30 days has a
mean value greater than 1g/3 in at least 2 directions. Otherwise, the
threshold will not be applied.

For each sensor, the number of notifications on the NanoAl alarm RMS/Peak
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For each Fault
Mode

Learning Days

+ 2 sets of data
present

Yes

Get EMA for the last
one month

If
smoothened
curve is above
stage 4

If
smoothened
curve is above
stage 3

If
smoothened
curve is above
stage 2

Mo

If
smoothened
curve is above
stage 1

If smoothened
curve is above stage
4 threshold/16

MNanoAl threshold =

SMoothened Curve[-2]*1.5

NanoAl threshold =

SMoothened Curve[-2]*2

MNanoAl threshold =

SMoothened Curve[-2]*3

Manoal threshold =

SMoothened Curve[-2]*4

O

17

ManoAl threshold =
SMoothened Curve[-2]*8

No NanoAl threshold set
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Notification Subject

ANOMALY DETECTED:

NanoAl RMS Alarm

ANOMALY DETECTED:

NanoAl Peak Alarm

EARLY-STAGE FAULT:
NanoAl Amplitude
Alarm

First Notification
Time

Within 15 mins after
receiving the data

Within 15 mins after
receiving the data

Within 15 mins after
receiving the data

Second notification time if the

fault/anomaly is still
detected for the same
equipment/component

The repeat frequencies are
based on alert setting
manageable on dashboard by
super admin

The repeat frequencies are
based on alert setting
manageable on dashboard by
super admin

The repeat frequencies are
based on alert setting
manageable on dashboard by
super admin

18
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‘ Get last one month data ‘

;

Data length<30

I
No

-

The data
trend is flat

L.

Threshold = - 16dB +
Yes- (max(ema curve)* mean
of normalised ema)

No

‘ Retain the old threshold ‘

ANOMALY DETECTED: Within 15 mins after

receiving the data

NanoAl Sound RMS
Alarm

The repeat frequencies are based
on alert setting manageable on
dashboard by super admin




NanopreaSe"Vl‘ N

Prediction with Precision

Notification by Email
Alarm

The Email Alarm on the dashboard allows customers to set customized
threshold values on Vibration RMS, Vibration Peak (in acceleration, velocity, and
displacement), Sound RMS, Humidity and Temperature. Customers can easily
set the Email Alarm by clicking “EMAIL ALARM” and entering threshold value &

Email Frequency, as demonstrated in the second screenshot below.
Additionally, it is important to note that the alert settings (Page 12) will also
apply to the Email Alarm, ensuring a seamless integration of preferences across
the platform.

»  ManoAl Threshoid ® —
*  MNon Running RMS RMS
# RMS Theeshold Update ; 2024-02-16 21:53:30
Smooth RMS il Ala
eeseasncesseolflI HonoAl THios: 8 eeeesssensenssanssssssttssttesssssessosssssetseetsstsessesssessesssestssttsstesstessstsessssse

Pre-Warning

SETTINGS
Select Email Frequency
Email Alarm 6‘ HO‘L”S
Z Auis
A 12 Hours
0.4000 0.3000 0.2000
24 Hours
¥ Axis
A 1 Week
0.4000 0.3000 0.2000
) 2 Weeks
X Axis
¢ 1 Month
0.4000 0.3000 0.2000
3 Manths
Resultant
. 6 Months
Single Paint e 24 HOL”S W
Giobal Email Frequency

20
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The notification is triggered once the latest RMS/Peak/Temperature value is
above email threshold based on alert settings.

In such Notification email, the email subject is either “@ CAUTION: Level {Alarm
type} - Peak /RMS reached threshold” or “@ CAUTION: Level {Alarm type} -
Temperature reached the threshold”. For Vibration Peak/RMS, Sound RMS, and
temperature, the Alarm type has three levels: -

e Alarm (High priority)

* Warning (Moderate priority)

* Pre-warning (Low priority)

e The order is Alarm > Warning > Pre-warning

The notification email with the above-mentioned subjects will include the
following information:

(RMS (or Peak) (Acceleration/Velocity/Displacement) value for (Equipment)
is observed to reach to (latest value) in Vibration direction

Company Name; Plant Name; Equipment Name; Component Name

Date & Time

Link to Dashboard

21
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The notification email with “@ CAUTION: Level {Alarm type} - Temperature

reached the threshold” includes the same information except the first item

would be “Temperature value for (Equipment) is observed to reach to (latest
value)”.

Samples of the email notifications are shown below:

) ANOMALY DETECTED: ManoAl Peak Alarm D inbos « e B

0 MANOPRECISE DATA SERVICES <notfeatons@nancas

Peak Acceleration value for ICW NEW PUMP CP-105 has Increased mode than 50% in Vibration - ¥ direction

Deafé and Timé: February 28, 2024 06.49 AM (I5T)

All Axis Cusrent vakes
Xeaxis 1267 9

Y-aus 1609

Zans: 919
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Second notification
First time if the
Notification Subject Notification fault/anomaly is still
Time detected for the same
equipment/component

CAUTION: Level Alarm - Peak
reached threshold

CAUTION: Level Pre-warning - Peak
reached threshold

CAUTION: Level Warning - Peak
reached threshold

CAUTION: Level Alarm - RMS
reached threshold

Within 15 mins These repeat

CAUTION: Level Pre-warning - RMS
reached threshold

frequencies are based
on the individual email
setting

after receiving
the data

CAUTION: Level Warning - RMS
reached threshold

CAUTION: Level Alarm -
Temperature reached threshold

CAUTION: Level Pre-warning -
Temperature reached threshold

CAUTION: Level Warning -
Temperature reached threshold
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Sensor Notification

Nanoprecise provides an automatic sensor status check by verifying the
saturated sensor, last running difference notification, and sensor uploading
status, which includes battery voltage and connectivity parameters.

In case the sensor misses multiple uploads, a notification on Sensor Operational
Status will be sent automatically with the following information:

Email subject
Plant

Equipment
Component

Link to Dashboard

Detailed information is provided in the following Table:

24
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Daily Alarm
Notification

All notification also get summarized in a Daily Alarm Notification. The subject of
this type of notification is “Daily Alarm Notification”. This approach allows all
notifications to be summarized into one comprehensive summary email,
streamlining the flow of information. This consolidated format ensures that
users are kept informed without the clutter of numerous individual alerts.
Additionally, we offer the ability to manage the volume of daily alarm emails
and the specific times they are dispatched, thanks to the alert settings options.
This level of flexibility ensures that users receive pertinent informationina
consolidated and timely manner, facilitating a streamlined and efficient
monitoring process.

Alert Seltings Daily Alarm Setlings
HEAL
STAT
Mumber of Notifications per day® Start time to send Notification®

‘ Once a day 08:01 AM

q
[ §

A sample of the email notification is shown below:

Daily Alarm Notification © a8 OB

o MANGPRECISE DATA SERVICES <nioificabonsEnanciosses. com> & e

Subject CAUTION: Level Alarm - Peak reached threshold
Peak Threshold Alert

Peak Acceleration value for 10600 A, VD 15t Stage-TAILS-PUMP #3 is observed 1o reach 1o 21.38g (threshold valua: 2000g) in Vibration - Y diraction

Company Name: Nutrien Allan (NUTA)

Piant Name: Alian Mil

Equipment Name: 10600.A, VFD 151 Stage-TAILS-PUMP #3
Companent Namea: Motar DE

Trigger Type: single-point

Date & Time: February 28, 2024 09:44 AM (CST)

All Axis Current values
X-axis: 19.86 9
Y.axis: 21.39 g
Z-axis: 1538 g
Resullant-axis 33.0q

Link To Dashboard

25
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User Notification
Management

Our system introduces advanced management capabilities specifically
designed for user admins. This powerful feature set allows super-admins to
curate the notification experience on a per-user basis, ensuring that each user
receives only the most relevant information. Key aspects of this functionality
include:

e User-Specific Notification Management: With granular control over
notification types, super-admins can ensure that every user receives
notifications that are pertinent to their role, interests, or responsibilities.
This customization capability ensures that notifications are not only timely
but also relevant to each recipient, enhancing the overall efficiency and
effectiveness of the monitoring process.

BASIC DETAILS HIERARCHY DETAILS

User Role

Engineer
Moification Type

Belect

~Select All--

Lale Stage Fault

NanoAi RMS Acceleration

NanoAl RMS Velocity

NanoAl PEAK Acceleration

ManoAi Sound RMS

NanoAi Amplitude

S NanoAi Satura

26
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BASIC DETALS HIERARCHY DETAILS

User Role
Engineer

Nesication Typs

Ermal Alarm RMS Acceleration
Emal Alarm RMS Velacity

Email Alarm RMS Displocoment
Ermai Alarm PEAK Accsleraton
Emal Alarm PEAK Velocity
Emal Alarm PEAK Dispiacemant
Batiory Thrashokd

P Emai alarm Tomperasure Caisius

BASIC DETALS HIERARCHY DETAILS

User Fiole

Enginear

Nesfication Type

Emai Alarm Tomgsature Fahmaholl
Emai Alarm RMS Sound

Ernail Alaren Humidity

Updated stage 4 Amplitide Thrashoids
Exdgo Ancmaly Acoustic AMS

Edgo Anomaly Temperature RMS
Sensor Connectity-Batisry

PO Daity Alarm Noicaton

This feature reinforces our commitment to providing a flexible and user-friendly
experience. By empowering super-admins with the tools to manage notification
preferences, we ensure that our system adapts to the unique needs of each
organization, delivering relevant, timely information that drives informed
decision-making and streamlined operations.
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Notification from Real-
Time Anomaly Detection
by Edge Computing

Besides notifications sent from the RotationLF cloud on “long-term” historical
data, Nanoprecise also provides real-time notifications from Sensor Edge.
Sensor Edge takes measurements with a short time interval, e.g., 15 mins, and
will perform anomaly detection on the edge to detect any sudden changes in
the overall data.

Sensor Edge Notification

e Sensor will perform Anomaly detection on ACC RMS, Sound RMS, or
Temperature*

e ACCRMS (*Only when activated)

¢ Sound RMS Default threshold 85dB (*self adaptive based on >42dB
running data)
Temperature Default Threshold 75C/167F (can be updated)
“under devop”: use NanoAl thresholds from dashboard on edge

e At the wake up interval of the sensors (between 30sec & 1 hour, default
15min)
¢ If Anomaly detected on edge

e RAW data is captured

e Upload is done

* Notification triggered

* If no anomaly data is stored and uploaded with regular upload

Priority > MEDIUM, Review data to validate changes

28
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In the notification email shown below, the email subject is “@ CAUTION: Sensor
Notification” Vibration, Acoustic Emission, and Temperature are covered by

edge computing for real-time anomaly detection. Edge computing means the
computation is done on the edge of the microprocessor of the Machine Doctor
sensor.

Priority — MEDIUM, Review data to validate changes

Fwd: () CAUTION: Sensor MNotification D inbox = S B

4 NENORIECISASE COm> i H

o MANOPRECISE DATA SERVICES <nalificati

Organization Name
Company Name
Plant Name
Equipment Name
Component Name

AE: 90.129997dBuVdBuvV

Temperature: 27 880984°C

Reason for Notification

-AE RMS: 90.129997dBuV is greater than threshold value 85dBuv
Timestamp: 1709093653

Date & Time: February 28, 2024 09:44 AM (IST)

Link To Dashboard: hitps /inanoprecisedatasenvices com *gAAAAABI3rMXL d55oQWGOrY AiIFFSNY Q0N 1 TYAYuZ DB.-TEwW2 877 7sE Wup EBMwNVZZC-

OFpeQPSHCT40E adPKBbamiKVScXgHGON-ElgRnd Y-BO)WV3bavciMoSlgRbXQ0sczBSvEbAG D cukwiz &Y MGdgSQ2pSicml 1 W3fl4km T36hpHo2f8mVkQh 1k _QaldzF Bd8mdi
E9ERwulpQuFUTIEZdINEIpa FIQLEsUIW4AVCF oBWnXeyHISOCXVyTOEIQQ1 yad0z QKONSYFeeYmsENOPLUBFg4uh-z49nCOCL FQ20ijul30q959ai0rfJ-
{GxEEMOOUOaWCD2HNPFtwdG2IpiR1g==
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Prediction with Precision

Start Measurement

Ignore first few samples

Send Notification

Y

Record next set of samples,
save the mean and multiply it
by threshold provided from

electrical imp Anomaly Detected

| !

Compare each new
measurement with the —_—
threshold

(measurement>threshol

Notes

The threshold is automatically updated based on real data by algorithm

No pre-knowledge is required from the customer.




NanopreaSe"Vl‘ N

Prediction with Precision

Start Measurement

Y

L Send Notification J
Ignore first few samples 1

{ Anomaly Detected l

Yes

Compare each new
measurmenet with the
threshold provided from the
electrical imp

t

if (measurement
>threshold)

Notes

The default threshold value is 75 degrees Celsius or 167 degrees
Fahrenheit

The default threshold value can be customized subject to the customer’s
request.




